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ABSTRACT

We present a rapid experimental strategy for inferring base pairs in structured RNAs via an information-rich extension of classic
chemical mapping approaches. The mutate-and-map method, previously applied to a DNA/RNA helix, systematically searches
for single mutations that enhance the chemical accessibility of base-pairing partners distant in sequence. To test this strategy for
structured RNAs, we have carried out mutate-and-map measurements for a 35-nt hairpin, called the MedLoop RNA, embedded
within an 80-nt sequence. We demonstrate the synthesis of all 105 single mutants of the MedLoop RNA sequence and present
high-throughput DMS, CMCT, and SHAPE modification measurements for this library at single-nucleotide resolution. The
resulting two-dimensional data reveal visually clear, punctate features corresponding to RNA base pair interactions as well as
more complex features; these signals can be qualitatively rationalized by comparison to secondary structure predictions. Finally,
we present an automated, sequence-blind analysis that permits the confident identification of nine of the 10 MedLoop RNA base
pairs at single-nucleotide resolution, while discriminating against all 1460 false-positive base pairs. These results establish the
accuracy and information content of the mutate-and-map strategy and support its feasibility for rapidly characterizing the base-
pairing patterns of larger and more complex RNA systems.
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INTRODUCTION

Functional RNAs are critically involved in fundamental
biological processes throughout viruses and living cells
(Gesteland et al. 2006). Many RNA molecules self-assemble
into specific base-pairing structures and rearrange their struc-
tures in response to other nucleic acids, proteins, and small
molecules (see, e.g., Gallego and Varani 2001; Barrick et al.
2004; Pollard et al. 2006; Amaral et al. 2008; Ramakrishnan
2008). Despite continuing advances and applications of
crystallography, spectroscopy, microscopy, and phyloge-
netic co-variance methods, the structural characterization
of RNAs, particularly in large multi-state complexes like the
spliceosome, remains a major challenge (see, e.g., Staley and
Guthrie 1998; Noller 2005; Cruz and Westhof 2009). To
address this challenge, we are pursuing a novel information-

rich extension of classic chemical approaches that we call the
‘‘mutate-and-map’’ strategy (Kladwang and Das 2010).

Chemical mapping experiments, also known as ‘‘structure
mapping’’ or ‘‘footprinting’’ methods, have been used for 30
years to probe the structures, folding kinetics, and interac-
tions of nucleic acids in vitro and in vivo (Peattie and
Gilbert 1980; Krol and Carbon 1989; Tullius 1991; Schroeder
et al. 2002; Adilakshmi et al. 2006; Tijerina et al. 2007; Mitra
et al. 2008). These methods permit the characterization of
systems as large as the ribosome (Merryman et al. 1999;
Culver and Noller 2000; Lancaster et al. 2002) or entire viral
genomes (Wilkinson et al. 2008; Watts et al. 2009). The re-
sulting nucleotide-resolution data report on RNA bases that
are protected from chemical modification and are therefore
likely involved in base pairs. These data are not sufficient on
their own to determine nucleic acid secondary or tertiary
structures, but can guide computational modeling algo-
rithms that generate structural hypotheses (Mathews et al.
2004; Deigan et al. 2009; Quarrier et al. 2010). While these
hybrid chemical/computational methods can be widely ap-
plied, they are not fully reliable, especially for non-Watson-
Crick interactions, complex topologies such as pseudoknots,
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or protein components, which are not accurately modeled
in current computational algorithms.

More experimental information is necessary for confident
structure inference. The most valuable information beyond
a ‘‘one-dimensional’’ list of residues that are protected would
be a ‘‘two-dimensional’’ list of pairs of residues that are in-
teracting. The desire for such pairing data motivates several
approaches to RNA structure inference, including phyloge-
netic covariance (Levitt 1969; Gutell et al. 1992; Lehnert et al.
1996), NOE spectroscopy (Clore and Gronenborn 1985;
Wuthrich 2003; Tzakos et al. 2006), and biochemical methods
based on interference/suppression of modifications (Szewczak
et al. 1998; Waldsich 2008), tethered cleavage (Han and
Dervan 1994; Culver and Noller 2000; Joseph et al. 2000;
Lancaster et al. 2002; Das et al. 2008), and various molec-
ular rulers (Gohlke et al. 1994; Mathew-Fenn et al. 2008).
Nevertheless, each of these methods is inapplicable, too
arduous, and/or too low in resolution to enable rapid
determination of any RNA’s base-pairing patterns with
nucleotide-level precision.

We recently proposed that two-dimensional (2D) residue
pairing information might be attainable by augmenting the
one-dimensional (1D) chemical mapping method with high-
throughput mutagenesis (Kladwang and Das 2010). In this
mutate-and-map approach, each single mutant of the nucleic
acid system is separately synthesized and probed by chemical
accessibility measurements. The mutations at a base-paired
residue may release its base-pairing partner, and we hypoth-
esize that this effect will lead to detectable changes in the
partner’s modification by chemical reagents. Some sequence
changes may be too conservative, preserving a base-pairing
interaction and leaving a residue’s pairing partner protected
from chemical modification. Other sequence changes may
lead to more dramatic effects such as unfolding of entire
helices. Nevertheless, if even a subset of mutations gives spe-
cific release of interacting residue pairs, the mutate-and-map
strategy would enable the rapid and systematic determina-
tion of RNA base pairs.

The mutate-and-map approach has not yet been tested
in its ability to infer full RNA base-pairing patterns. While
there are important precedents, including inference of the
A302/-3u contact in the Tetrahymena ribozyme (Pyle et al.
1992) and of a P7.1/P9.1 helix in the bi3 group I intron
(Duncan and Weeks 2008), these prior efforts have been
limited to verification of individual, previously hypothesized
interactions. To establish whether mutate-and-map experi-
ments will be more generally useful for structure inference,
we are carrying out a series of proof-of-concept experiments
on RNA, DNA, and ribonucleoprotein systems with known
or designed structure. We recently reported our first results
from this series of experiments, on a 20-bp RNA/DNA helix
(Kladwang and Das 2010). In response to all possible single
mutations and deletions of the DNA strand, dimethyl sulfate
alkylation measurements of the A and C residues of the
RNA strand gave strong, localized features. We observed

unambiguous, nucleotide-resolution signals for 15 of the 17
base pairs with A or C on the RNA strand.

While encouraging, the prior DNA/RNA helix study did
not demonstrate several remaining steps critical for inferring
structures of complex RNAs: the synthesis of entire single-
mutant libraries of RNA; the readout of G and U bases in
addition to A and C; and the discrimination of precise
base-pair ‘‘release’’ signals from larger-scale conformational
changes induced by mutations. To address these remaining
issues, we wished to apply the mutate-and-map approach to
an RNA model system with at least 10 base-pairing features,
an equal number of A-U and C-G base pairs, and a length
small enough to still permit visual consideration of all the
collected data (less than 100,000 features). We therefore
designed a 35-nt system that we called the MedLoop RNA,
which is expected to form a stable base-pair stem with five
A-U and five C-G base pairs, closed by a 15-residue loop
(Fig. 1). It provides a reasonable number of potential base-
pairing features (60, counting each possible mutant in the 20
residues of the stem) to test the method. The final data set,
including measurements from three chemical probes and
controls, is large (total of z30,000 features) but still allows
for visual inspection of this proof-of-concept data set. Finally,
we embedded this RNA into an 80-nt sequence that is sus-
ceptible to a global conformational rearrangement upon
certain mutations. The system thus provides a stringent test
of the mutate-and-map method to discriminate single base
pairs from large-scale changes.

Using the MedLoop RNA model system, we report that
modern molecular biology tools permit the rapid prepara-
tion and purification of a complete RNA single-mutant li-
brary. Furthermore, entire mutate-and-map data sets, with
thousands of bands, can be readily measured and quanti-
tated for three chemical probes (DMS, CMCT, and SHAPE).
To rationalize strong features in the resulting data, we make
a qualitative comparison to computational models of the
single-mutant secondary structure ensembles. Finally, we
described an automated analysis that enables the confident
and accurate extraction of base-pairing signals from these

FIGURE 1. Model system for establishing the mutate-and-map
methodology for RNA structure inference. The 80-residue MedLoop
RNA was designed as a 10-bp hairpin with a 15-nt internal loop
(residues 1 to 35), a 10-residue 59-flanking sequence (residues �9 to
0), and a 35-residue 39-flanking sequence (residues 36 to 70)
containing the primer binding site.
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information-rich measurements without using sequence in-
formation or secondary structure prediction algorithms.
This study establishes a proof-of-concept of the mutate-
and-map strategy for interrogating RNA structure, provides
benchmark data for signal analysis, and highlights the
promise of a rapid, general, and accurate approach to
RNA base-pair inference.

RESULTS

Applying the mutate-and-map approach (Kladwang and
Das 2010) to infer the base pairs of a target RNA requires
several steps: (1) synthesizing a complete library of single-
residue mutants of the target RNA, (2) chemical accessibility
mapping of these RNAs, (3) understanding the features that
arise in this extensive data set, and (4) automated data anal-
ysis to extract nucleotide-resolution base-pairing signals. We
have developed straightforward methods for carrying out
each of these steps and describe here the results for our first
RNA proof-of-concept system, the MedLoop RNA sequence
(Fig. 1).

An extensive library of RNA mutants

Because preparation of large mutant libraries is still un-
common in RNA biophysical studies, we first summarize the
strategy, yields, and time investment associated with the
preparation and purification of 120 constructs. This library
included all 105 single mutants of the MedLoop RNA
sequence and replicates of the unmutated (‘‘wild type’’) se-
quence and the first three mutants. Decreasing costs of DNA
oligonucleotide synthesis and the wide availability of high-
throughput purification technologies enabled inexpensive
and rapid preparation of the entire library.

Our strategy was to transcribe each 80-nt RNA variant
from a 100-bp DNA template that included the promoter
for T7 RNA polymerase. The DNA template was prepared
by annealing two commercially synthesized 60-nt DNA
oligos (with 20-bp overlap), extending with a high-fidelity
DNA polymerase, and then purifying with magnetic beads
optimized for binding to double-stranded DNA. The result-
ing samples could be rapidly assayed for concentration and
purity by UV absorbance measurements on an eight-channel
Nanodrop and 96-well agarose gel systems. Fifty-microliter
reactions with 200 pmol of each single-stranded DNA
yielded 50–150 pmol of double-stranded DNA template.

RNA synthesis from these templates used standard in
vitro transcription conditions (Sampson and Uhlenbeck
1988; Hartmann et al. 2005), commercial T7 RNA polymer-
ase, and commercially available magnetic bead purification
methods. Sample concentrations and purity were again
checked by UV absorption and agarose gels. Parallel 40-mL
transcriptions with 8 pmol of DNA template yielded 90–180
pmol of RNA after purification. The observed efficiency was
similar to larger volume transcriptions purified by phenol/

chloroform extraction or polyacrylamide gel electrophoresis
in our laboratory. Furthermore, compared to these alterna-
tive purification strategies, the magnetic-bead-purified tran-
scripts gave no additional impurities detectable by our
reverse transcription and sequencing readouts, which are
sensitive to products with populations of 0.1% of the full-
length RNA (W Kladwang and R Das, in prep.).

Because samples were prepared in parallel, using 96-well
plates and multi-channel pipettors, the overall process of
DNA template extension, DNA purification, RNA transcrip-
tion, and RNA purification of 120 samples was efficient. The
synthesis time was similar to the time required for preparing
single RNA samples, approximately 1 to 2 days after receiving
the starting DNA oligonucleotides from a commercial source.

Mutate-and-map data reveal visually clear signatures
for sites of mutation and their partner base pairs

The second step of the mutate-and-map approach requires
precise measurements of the chemical accessibility of each
MedLoop RNA variant at single-nucleotide resolution. In
previous papers (Das et al. 2010; Kladwang and Das 2010),
we described an efficient protocol for high-throughput
readout of dimethyl sulfate (DMS) modification of the
Watson-Crick faces of adenine and cytosine residues (at
the N1 and N3 positions, respectively). As in methods pub-
lished by other labs (Mitra et al. 2008; Vasa et al. 2008;
Wilkinson et al. 2008), the procedure makes use of reverse
transcription by fluorescent primers and multi-capillary
sequencers; we further accelerated the method through the
use of 96-well plate formats and oligo(dT) magnetic-bead
purification steps. In addition, to achieve a more compre-
hensive view of the RNA’s chemical reactivity, the protocol
has been extended herein to two additional modification
chemistries beyond DMS alkylation (Peattie and Gilbert
1980; Tijerina et al. 2007). We probed the accessibility of
Watson-Crick faces of guanosine and uracil based on
modification of the N1 and N3 positions, respectively, by
1-cyclohexyl-3-(2-morpholinoethyl) carbodiimide metho-
p-toluenesulfonate (CMCT) (see, e.g., Walczak et al. 1996).
We also tested the SHAPE strategy, in which the reactivity
of 29-OH groups to N-methyl isaotic anhydride (NMIA)
acylation correlates with nucleotide backbone flexibility
(Wilkinson et al. 2006, 2008).

Figure 2A,B shows DMS, CMCT, and SHAPE chemical
accessibilities for the starting (‘‘wild-type’’) MedLoop RNA
construct without mutations. Experimental accessibilities were
derived from band quantification, background subtraction,
a small correction for over-modification (Vasa et al. 2008),
and data averaging over 12 to 18 replicates. These data were
consistent with the intended topology of the MedLoop RNA
hairpin. In particular, residues 11–25 were expected to be
unpaired, and these bases were, indeed, strongly modified, at
levels similar or higher to the modification rates of residues
outside the hairpin sequence. Residues 1–10 and 26–35 were
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designed to form base pairs and, as expected, show modi-
fication rates by DMS, CMCT, or NMIA that were weak
or consistent with background measurements. Residues in
flanking sequences (residues �9 to 0 and 36 to 50) gave
higher chemical accessibilities with some modulations (see
below).

After this basic consistency check on the wild-type RNA,
we measured complete mutate-and-map data sets for the
MedLoop RNA. Figure 3 shows aligned DMS and CMCT
electropherograms for the entire library of 120 MedLoop
RNA constructs. Because the DMS and CMCT signals occur
at different bases (A/C and G/U, respectively), overlaying the
two signals in blue and red, respectively, allows for conve-
nient visualization of the entire modification pattern. Sup-
plemental Figure S1 displays the DMS and CMCT electro-
pherograms separately, along with replicate measurements

on samples independently prepared and probed by two
different investigators, SHAPE electropherograms, and back-
ground measurements on unmodified samples.

Using the non-mutated MedLoop RNA sequence as a
reference (‘‘WT’’ in Fig. 3), several visually distinct patterns
are apparent in the chemical modification profiles of the
entire library of constructs. First, the mutants show chem-
ical accessibility profiles that are qualitatively similar to the
non-mutated reference, suggesting that the fold of this
model system is largely robust to mutations. For example,
all constructs give strong modification at residues 11–25,

FIGURE 2. Measured and predicted accessibilities of wild-type
MedLoop RNA, compared at nucleotide resolution. In all panels,
vertical lines bracket the two 10-nt segments that were designed to
base-pair in the MedLoop RNA. Data are quantitated from multiple
independent measurements and background subtracted; error bars
depict standard errors on averaged values, derived from variance
within each experiment’s measurements and error propagation. (A)
DMS (blue at A’s and C’s) and CMCT (red at G’s and U’s)
accessibilities averaged over 18 and 12 measurements, respectively;
measurements were made on 4 different days and three independent
preparations. (B) SHAPE (NMIA) accessibilities averaged over 14 mea-
surements spread on 3 different days and two independent prepara-
tions. (C) Predicted base exposure probability from the RNAfold
algorithm.

FIGURE 3. Mutate-and-map data set for the MedLoop RNA.
Chemical accessibility data for dimethyl sulfate alkylation (DMS,
blue) at A’s and C’s and for carbodiimide modification (CMCT, red)
at G’s and U’s are overlaid. Chemical modifications were read out by
high-throughput reverse transcription with fluorescently labeled
primers and capillary electrophoresis, with faster electrophoretic
mobility products on the right. Raw fluorescence data (arbitrary
units) are shown after automated alignment of traces and normali-
zation to mean intensity. Ten features are marked on the data: (I) The
main diagonal stripe showing localized perturbations in the U30A
variant; (II–VI) punctate, off-diagonal signals corresponding to the
MedLoop RNA base pairs revealed at nucleotide resolution for U30A,
C10G, C10A, U35A, and A1U; (VII) protection within the 15-nt loop
for G11U; (VIII) more extensive perturbations due to specific
mutations, here G4U; (IX) protection of flanking regions correlated
with large conformational changes in G4U; (X–XI) sites protected in
experimental measurements that are predicted to be exposed by
computational secondary structure prediction; (XII) unexplained
exposure of multiple U’s near mutation site in U28G.
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indicating that this loop remains unpaired as mutations are
made throughout the RNA. Most of the constructs also
retain strong protection at residues in the hairpin base pairs
(1–10, 26–35). A few exceptions are apparent, indicating
large rearrangements in secondary structure; these effects
are described in the next section. In addition, there is a
variable band at C32 that shows strong changes in intensity
across constructs. The presence of this band in background
measurements (Supplemental Fig. S1) and its weakening
upon mutations of the MedLoop RNA stem suggest that
it involves a reverse transcriptase stopping/pausing event
mediated by stable secondary structure.

Second, as expected, clear features corresponding to local
perturbations at and near the sites of mutation are apparent
in the modification patterns. In Figure 3, the constructs are
grouped into three libraries based on which of the three
possible mutations can be made at each position; for exam-
ple, the first group involves mutations of each base to its
complement. Within each of the three groups, the constructs
are ordered by the sequence positions of the mutation. This
ordering reveals three ‘‘diagonal’’ stripes (labeled I in Fig. 3),
corresponding to exposure of each base that has been mu-
tated. In constructs that change an exposed base’s identity
from A or C to G or U (or vice versa), the pattern in Figure 3
also changes color from blue to red (or vice versa). Such
effects accentuate the diagonal stripe and, in many cases,
verify the desired sequence change (e.g., for U30A, labeled I
in Fig. 3). In most constructs, exposure of residues neigh-
boring in sequence is either weak or limited to immediately
adjacent residues, further accentuating the diagonal feature.
More ‘‘delocalized’’ effects are discussed in the next section.

Third, and most important, the mutate-and-map data
exhibit visually clear signatures for the base pairs in the
MedLoop RNA hairpin. These effects are manifest as punc-
tate features that lie off the diagonal described above, i.e.,
they are due to exposure of residues caused by mutation of
base-pairing partners that are distant in sequence. The most
striking of these features are DMS signals at residues A5, A6,
A7, and A8, exposed upon the mutations U31A, U30A,
U29A, and U28A, respectively (labeled II in Fig. 3). As in our
previous study on a DNA/RNA helix (Kladwang and Das
2010), the resulting internal A/A mismatches, this time
within an RNA/RNA helix, appear to leave the Watson-Crick
edges exposed at a level approaching half that of fully un-
paired A bases. The absence of a corresponding set of SHAPE
signals (Supplemental Fig. S1C) suggests that the A/A mis-
match forms a well-defined noncanonical structure or set of
structures rather than a generally unstructured or bulged
ensemble that would be responsive to NMIA acylation.

There are numerous additional sharp features correspond-
ing to other base pairs. These include the strong reactivity of
the edge base G26 to CMCT and NMIA modification upon
the mutations C10G and C10A (III and IV in Fig. 3); and the
‘‘symmetric’’ signals for chemical modifications at A1 and
U35 that arise upon mutations U35A and A1U, respectively

(V and VI in Fig. 3). A more comprehensive description,
based on automated signal analysis, is given below.

Rationalizing features of the mutate-and-map data
from computational secondary structure prediction

The mutate-and-map data set provides a rich source of
information on how RNA structure responds to mutation.
In particular, the experimental data suggest the occurrence
of phenomena beyond the simple ‘‘release’’ of single bases
upon their mutation or the mutation of their base-pairing
partners. Certain mutations induced partial protections
inside the long 15-residue hairpin loop (VII in Fig. 3), ex-
posure of 10-nt strings of bases (VIII in Fig. 3), or the partial
protection of sequences flanking the hairpin (IX in Fig. 3).
These effects are reproducible in independent experimental
replicates (Supplemental Fig. S1). We found that computa-
tional predictions of secondary structure can give a qualita-
tive understanding of many but not all of these additional
effects, which we summarize for 12 specific examples
(labeled I–XII in Figs. 3, 4) in this section.

FIGURE 4. Computational predictions for mutate-and-map features.
Base exposure probabilities are shown in grayscale (white to black
indicates 100% base-paired to 0% base-paired), calculated through
Boltzmann ensemble enumeration by the RNAfold software for each
tested mutant. To aid comparison with Figure 3, the same features
I–X are marked.
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For a given RNA sequence, the RNAfold module of
the Vienna RNA package predicts several properties of a
Boltzmann ensemble of secondary structures in addition to
the minimum free energy secondary structure. To mimic our
experimental data, we have carried out RNAfold calcula-
tions on each MedLoop RNA variant and plotted the pre-
dicted base accessibility in a format analogous to the mutate-
and-map measurements (Figs. 2C, 4). Similar calculations
with the RNAstructure and UNAfold packages are given in
Supplemental Figure S2. These calculations have limitations:
They are based on modeling non-pseudoknotted configura-
tions of base pairs; the assumed energies of single mis-
matches and long internal loops are based on an incomplete
database of thermodynamic measurements (Kierzek et al.
1999; Mathews et al. 1999; Schroeder et al. 1999; Hofacker
2004; Davis and Znosko 2007, 2008, 2010; Davis et al. 2010);
and the salt conditions for the database (1 M NaCl) are
different from the current experimental conditions (50 mM
Na-HEPES at pH 8.0). Furthermore, uncertainties in pre-
dicting chemical modification rates from secondary struc-
ture models (as discussed in Quarrier et al. 2010) preclude a
fine, quantitative comparison. Nevertheless, several features
of the predicted accessibility profiles recapitulate and help
rationalize patterns in the measured data.

As expected, the RNAfold minimum free energy struc-
ture of the non-mutated MedLoop RNA is predicted to
exhibit the designed hairpin (Figs. 2C, 5A; cf. Fig. 1). In
addition, the RNAfold calculations suggested that a diverse
ensemble of base pairs between parts of the flanking se-
quences should provide transient protections to G �1, C37,
and C38. Indeed, the DMS, CMCT, and SHAPE measure-
ments show modulations in chemical accessibility in the
flanking sequences, for example, with lower DMS accessibility
of C38 relative to C41 (Fig. 2A,B). There are, however, un-
explained differences, including a low experimental DMS
accessibility at C37 that is not predicted by RNAfold; these
discrepancies may be due to electrostatic and stacking effects
that affect DMS modification rates (Tijerina et al. 2007) but
are difficult to model.

The RNAfold calculations also recapitulate the most
visually distinct signals in the mutate-and-map data. Di-
agonal features, marking perturbations localized to the site
of mutation, are clearly visible in the simulated base ac-
cessibilities (I in Figs. 3, 4). Furthermore, the simulations
recapitulate the release of single bases as their partners are
mutated, including the mismatch features described above
(cf. II, III, IV, V, and VI in Figs. 3, 4; see Fig. 5B for secondary
structure).

Several non-trivial features of the chemical accessibility
measurements were also rationalized by the calculations.
Experimental data for the variant G11U showed protection
of residue A25 (VII in Fig. 3), which was exposed as part of
other variants’ 15-nt loops. This protection is present in the
simulated base accessibilities (VII in Fig. 4) and is due to an
additional Watson-Crick base-pairing (Fig. 5C).

Larger-scale changes in experimental chemical accessibility
of several variants involved the partial exposure of strings of
several residues within the 59 strand of the hairpin (positions
1–10). The most dramatic of these perturbations occurs
upon the G4U mutation (labeled VIII in Fig. 3) but is also
clearly seen in C3G, G4C, G33C, and several other variants.
This exposure of the 59 strand was typically correlated with
partial protections in the 39 flanking sequence (positions 42–
48) (see, e.g., IX in Fig. 3). These large-scale changes could be
rationalized by the RNAfold calculations. Each of the per-
turbed constructs was calculated to undergo a major confor-
mational change in which the MedLoop RNA hairpin is
disrupted: a large fraction of the RNA population is predicted
to have positions 25–35 base-pair with the 39 flanking sequence
rather than positions 1–10 (Fig. 5D; VIII and IX in Fig. 4).

While the RNAfold calculations helped rationalize many
features of the experimental mutate-and-map data set, we
found that the agreement was not complete. Several con-
structs that were predicted to undergo large changes in base
accessibility patterns showed no such perturbations in the
experimental measurements; see, for example, all mutations
at positions 26 and 27 (X and XI in Figs. 3, 4). In addition to
‘‘over-predicting’’ the perturbative effects of some changes,
the RNAfold calculations did not provide a clear explanation
for a small number of cases in which two or three residues
were exposed upon mutation, such as the exposure of U29–
U31 in the U28G construct (XII in Figs. 3, 4). These dif-
ferences indicate that secondary structure modeling algo-
rithms, while useful for post hoc rationalization of features,
are not yet accurate enough to quantitatively predict mutate-
and-map patterns.

Inferring RNA base pairs from mutate-and-map data

The task of extracting base-pair information from the re-
sulting nucleotide-resolution data is a novel analysis chal-
lenge. In particular, the current experiment offers 10 true
base pairs within the 35-nt MedLoop RNA hairpin, but there
is a much larger number of potential pairs [(35 3 34)/2 �
10 = 585] for which the data could give false positives.
Including the additional 35 3 25 = 875 pairings between 35
MedLoop RNA residues and 25 residues in the flanking
sequence renders the problem of discriminating true base
pairs even more difficult. On one hand, matching of Watson-
Crick base pairs based on sequence would make this problem
straightforward for the current model system. On the other
hand, we desired an analysis procedure that would be gen-
erally applicable to future efforts to map non-Watson-
Crick base pairs and that would also be independent of the
inaccuracies and limitations of current secondary structure
modeling methods. We therefore explored whether an anal-
ysis procedure could solve the problem without making use
of sequence information.

We discovered that a set of seven sequence-blind criteria,
or ‘‘filters,’’ reproduced our visual analysis of the punctate
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base-pairing signals. The filters are (1) an upper bound on
mean accessibility, (2) a lower bound on Z-score, (3) a
minimal sequence separation, (4) a ‘‘punctate’’ pattern
within the construct, (5) a ‘‘punctate’’ pattern across con-
structs, (6) the presence of supporting signals, and (7) a final
filter for noisy residues. The effects of these progressively
applied filters on the number of true-positive and false-
positive signals is summarized in Table 1. A complete de-
scription of each filter, including a graphical representation
of its effect on the data signals, is given in the Supplemental

Material (‘‘Description of Data Analysis Filters’’; Supple-
mental Fig. S3). After these seven filters, the automated
analysis identified nine of the 10 base pairs—each with at
least one independent ‘‘supporting signal’’—and 0 false
positives out of 1460 possible. The final list of base pairs,
Z-scores, and support information are given in Table 2. The
analysis appears robust. Changing parameters (e.g., changing
the Z-score cutoff for a strong signal from 1.5 to 1.0) gave
identical final results. Furthermore, we applied the same
automated analysis procedure to a somewhat noisier data set

FIGURE 5. Predicted lowest free energy secondary structures by RNAfold for four MedLoop RNA variants: (A) the wild-type RNA, (B) U30A,
(C) G11U, and (D) G4U. In each panel: the MedLoop RNA base-pairing regions (blue); site of mutation (red); and primer binding site (black).
The figure was generated in VARNA (Darty et al. 2009).
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replicate (Supplemental Fig. S1C–D). While yielding fewer
base pairs (6 of 10), this analysis of an independent replicate
again gave no false positives (Supplemental Table S1).

DISCUSSION

Synthesizing complete single-mutant libraries
for RNA

Systematic mutagenesis is a powerful approach for dissecting
the biophysical and biochemical properties of macromolec-
ular systems. For example, comprehensive alanine scanning
has enabled detailed portraits of protein folding events and
protein–protein interactions (see, e.g., Cunningham and
Wells 1989; Weiss et al. 2000; Grantcharova et al. 2001).
Such systematic mutagenesis has been rare in RNA systems
but turns out to be neither difficult nor expensive with
modern tools. Due to the demands of genomics, high-
throughput screen assays, and general molecular biology,
the cost of DNA synthesis is low and continues to decrease.
Ninety-six-well magnetic bead purification methods for
double-stranded nucleic acids and RNAs are commercially
available. The costs of these reagents, of other PCR and
transcription components, and of the time required to pre-
pare 96 sequence variants (vs. one to two constructs) are
small or comparable to present salary costs for bench sci-
entists. Experimental interrogation of the resulting con-
structs, in this case of chemical accessibility profiles, can be
carried out on sequencer equipment available to most labs,
often in shared core facilities. Quantification of the resulting
data requires computational resources and analysis skills
(e.g., MATLAB) that are now available in many labs and that
are accelerated by the sharing of code among labs (including

herein; see Materials and Methods). We
therefore propose that systematic muta-
genesis studies could and should become
as common in RNA biochemical analyses
as they are in protein studies. We hope
that the present work both demystifies
the process of creating complete single-
mutant libraries and demonstrates the
promise of the resulting information-
rich data sets.

RNA contacts revealed at nucleotide
resolution by the mutate-and-map
approach

The mutate-and-map strategy attempts
to directly infer RNA base-pairing pat-
terns by adding a second dimension—
mutagenesis—to classic chemical map-
ping approaches. The power of this
method is demonstrated in the expan-
sion of information from the one di-

mension of Figure 2A,B to the full 2D data set of Figure 3.
First, the initial 1D chemical mapping profiles show strong
accessibilities to 10 loop residues (11–25) and weaker signals
in residues outside this segment, but this information is not
sufficient to infer the RNA’s structure. The observed pro-
tections and modulations may be due to long-range base
pairs, local structure (e.g., base-stacking between neighbors),
low intrinsic reactivity to different chemical probes, electro-
static effects, uncertainties in signal normalization or back-
ground subtraction, or different read-through rates during
reverse transcription of the RNA. These factors currently
preclude a fully quantitative correlation of chemical modi-
fication rates to features of the RNA structural ensemble.

TABLE 1. Filter table for automated analysis of Medloop RNA mutate-and-map data

Bandsa Base pairs

True
signals

False
signals

True
signals

False
signals

No filters 69 7131 10 1460
Filter 1. Mean accessibility <1.0 60 2820 10 640
Filter 2. Z-score >1.5 14 181 9 88
Filter 3. Sequence separation >3 14 85 9 56
Filter 4. Punctate within construct 9 37 7 28
Filter 5. Punctate across constructs 9 19 7 18
Filter 6. Support from neighbor signalsb 12 4 9 3
Filter 7. Filter noisy residues 12 0 9 0

This table is for chemical accessibilities of A and C derived from DMS modification, and
G and U derived from CMCT modification (see Fig. 3).
aThe number of ‘‘bands’’ is larger than the number of base pairs because evidence for each
base pair can be derived from mutation of either of the partners into three possible
alternatives; in a few cases (A01U, C02G, C03G), replicate measurements were carried out
as well. The total number of bands is 7200, the number of constructs (120) times the number
of observable residues (60).
bIncludes additional signals inferred to be base pairs based on forming a potential base pair
stack with another signal [(i, j ) supporting (i � 1, j + 1) or (i + 1, j � 1)].

TABLE 2. Base pairs inferred from automated analysis of Medloop
RNA mutate-and-map data

Base pair Signal Supporting signals

True positives
1–35 (U35A, 1, 4.4) (U35G, 1, 3.5) (G34C, 2, 1.3)
1–35 (U35G, 1, 3.5) (U35A, 1, 4.4) (G34U, 2, 2.2)
2–34 (G34C, 2, 1.3) (U35A, 1, 4.4)
2–34 (G34U, 2, 2.2) (G33U, 3, 1.4) (U35G, 1, 3.5)
3–33 (G33U, 3, 1.4) (G34U, 2, 2.2)
5–31 (U31A, 5, 3.9) (U30A, 6, 3.7)
6–30 (U30A, 6, 3.7) (U29A, 7, 2.2) (U31A, 5, 3.9)
7–29 (U29A, 7, 2.2) (U28A, 8, 1.3) (U30A, 6, 3.7)
8–28 (U28A, 8, 1.3) (G27C, 9, 1.8) (U29A, 7, 2.2)
9–27 (G27C, 9, 1.8) (U28A, 8, 1.3)
10–26 (C10G, 26, 5.5) (C10A, 26, 6.6)
10–26 (C10A, 26, 6.6) (C10G, 26, 5.5)

False positives
(none)

Table entries give mutation, residue perturbed, Z-score.
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Even ignoring these uncertainties, classic chemical mapping
on a single RNA sequence reports on whether a residue is
forming stable interactions but does not directly yield the
critical information necessary for structure modeling: which
other residues might be its interaction partners.

Our proposed approach attempts to uncover these in-
teraction partners experimentally by monitoring perturba-
tions of the chemical accessibility profiles induced by
systematic single-residue mutagenesis. The resulting mutate-
and-map data (Fig. 3) are experimental analogs to ‘‘contact
maps’’ or ‘‘diagonal maps’’ used frequently in biomolecule
structure analysis and modeling (see, e.g., Richardson 1981;
Vendruscolo et al. 1997). As might be expected, the mutation
of single sites leads to perturbation of chemical accessibility
profiles near these sites (I in Fig. 3), corresponding to the
diagonal stripes of Figure 3. The most powerful information,
however, derives from features well off the diagonals,
corresponding to interactions between residues distant in
sequence. The MedLoop RNA was designed to contain
10 bp. Punctate off-diagonal features throughout the 2D
map (e.g., II, III, IV, V, and VI) are visually clear; in
combination with the diagonal stripes, these features trace
out X shapes that we also expect to see as hallmarks of
hairpins in data sets for other larger RNAs (W Kladwang
and R Das, unpubl.). The off-diagonal features provide
experimental evidence for the majority of the MedLoop
RNA base pairs, and, in concert with the automated analysis
described below, establish a first proof-of-concept of the
mutate-and-map strategy for determining RNA base-pairing
patterns.

Comparison to known structures of single
RNA mismatches

Before turning to the base-pair extraction analysis, we
discuss how our measurements on the MedLoop RNA
system highlight both the explanatory power and limitations
of our current knowledge of RNA behavior. First, the obser-
vation of the specific base-pairing signals relies on bases
within single mismatches exposing their Watson-Crick edges
to solvent (for DMS and CMCT accessibility) or permitting
excursion of the backbone into conformations amenable to
29-OH acylation (for SHAPE). While there is a growing lit-
erature on the structural and thermodynamic characterization
of mismatches (Kierzek et al. 1999; Schroeder et al. 1999;
Davis and Znosko 2007, 2010; Davis et al. 2010), we found
this body of work to be only partially explanatory of our
measurements. For example, the most stable non-Watson-
Crick mismatch, G-G, has been extensively studied (Burkard
and Turner 2000; Rypniewski et al. 2008); we expected these
mismatches to form syn/anti base pairs that present Watson-
Crick edges to solvent 50% of the time and permit modifi-
cation by CMCT. While three such mismatches (induced by
C2G, C3G, and C10G) gave CMCT signals at both G’s, one
did not (C32G); it is possible that steric factors due to the

location of this mismatch in the interior of the helix
reduced the CMCT signal.

Conversely, the most informative string of mutations
(U28A, U29A, U30A, and U31A) in our mutate-and-map
data sets corresponded to A/A mismatches. This was un-
expected. While the solution structures of A/A mismatches
have not been extensively characterized, we found a single
solution structure (Richards et al. 2006) indicating the aden-
osine Watson-Crick edges buried within the helix, in con-
trast to the readily measured DMS modification rates in our
measurements. Crystallographic models show alternative
A/A arrangements with, e.g., Hoogsteen/sugar-edge base
pairs that would explain the DMS modification rates, but
the frequency of these conformations in solution remains
unknown. Further understanding of chemical modification
rates of mismatches would assist future mutate-and-map
efforts. In lieu of fully quantitative predictions from prior
structural work, we are generating an empirical table based
on mutate-and-map studies of the MedLoop RNA and
larger RNAs.

Comparison to computational predictions of mutant
secondary structures

The full mutate-and-map data present some perturbations
that are clearly different from the desired pinpointed release
of a single base and its partner, and understanding the origin
of these features is important for estimating the systematic
errors of the mutate-and-map method. To gain insight into
these features, we compared our experimental measure-
ments to base-pairing probabilities predicted by the RNA-
fold algorithm for each single mutant (Figs. 4, 5). On one
hand, these comparisons were helpful in qualitatively ratio-
nalizing mutation-induced protections (VII) and release of
strings of bases (VIII) due to large-scale conformational re-
arrangements (Fig. 5A,D). On the other hand, the explan-
atory power of RNA secondary structure prediction is not
quantitative. Several features of the data, including the
robustness to mutations at positions 26 and 27 and the
delocalized effects of mutations U28G and U29G, are not
present in the RNAfold predictions. These inaccuracies may
be due to a number of factors, including (1) the still limited
database of the thermodynamic estimates of mismatch
penalties; (2) the presence of non-nearest-neighbor effects
in RNA structure (Mathews 2006); and (3) imprecise
thermodynamic characterization of loop penalties for long
loop lengths or unusual sequences (the MedLoop RNA has
a highly purine-rich 15-residue loop). It will be informative
to compare our data to calculations from future versions of
secondary structure inference methods that implement recent
experimental measurements. Nevertheless, the present dis-
agreement underscores the need for RNA base-pair determi-
nation methods that are independent of current secondary
structure modeling algorithms, motivating our sequence-
blind analysis of mutate-and-map data, discussed next.
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Automated inference of base pairs

General application and wide adoption of the mutate-and-
map method will require an automated analysis workflow
to extract residue–residue pairing signals and to assign
confidence to these inferences. While the first analysis steps
of band annotation and quantification are now largely
automated and rapid (Das et al. 2005; Mitra et al. 2008;
Vasa et al. 2008; Kladwang and Das 2010; S Yoon, J Kim,
R Das, in prep.), the task of extracting base pairs from these
quantitated data and discriminating them from false signals
presented a novel analysis challenge. Based on consider-
ations from our visual analysis of the data, we were able to
find well-defined criteria (Table 1) that enabled the auto-
matic detection of nine of the 10 base pairs and the complete
elimination of false-positive base pairs. The analysis also
succeeded on an independent, noisier replicate (Support-
ing Table S1). Unlike prior chemical/computational ap-
proaches to infer RNA structure, the data features that
support each base pair can be explicitly delineated (Table 2)
instead of relying on secondary structure prediction al-
gorithms to fit the data. Importantly, the criteria are
sequence-independent—e.g., they do not filter for solely
A-U, G-C, or G-U base-pairings—and thus may be useful
in future studies to identify noncanonical base pairs.

The best test of our criteria will be their application on
mutate-and-map data sets on new RNAs. We expect that
this automated analysis will be more challenging as the
number of residues N increases; while the number of true
base pairs grows as O(N), the number of false positives
grows more rapidly, as O(N2). We are optimistic that this
challenge can be surmounted even as N increases to the
thousands of residues involved in full-length RNA messages
or viral genomes. Several analysis strategies that were not
used herein may be implemented as we proceed to such
larger RNAs. These strategies include constraints based on
the expected symmetry of the mutate-and-map signals, use
of sequence information, and our accumulating knowledge
of the modification rates of different mismatches. Further-
more, use of measured chemical mapping data as pseudo-
energy terms in secondary structure inference is expected to
be useful (see, e.g., Mathews et al. 2004; Deigan et al. 2009)
but may require extension to conformational ensembles
describing multiple sequences. We are making freely avail-
able the quantitated band intensities (see Materials and
Methods) to encourage other groups to revise and innovate
computational analyses of mutate-and-map data.

Prospect of applying the mutate-and-map strategy
to larger RNAs

Building on our prior proof-of-concept on a DNA/RNA
helix, we have presented the first demonstration of a
mutate-and-map strategy for RNA base-pair inference, us-
ing a 35-nt hairpin within an 80-nt model RNA system. We
have found this 2D extension of chemical mapping to be

systematic and accurate. An automated analysis infers the
majority (nine of 10) of the RNA’s designed base pairs,
gives direct experimental support for each interaction with-
out reliance on models of pairing energetics or phyloge-
netic analysis, and discriminates true signals from large-
scale rearrangements with no false positives. The success of
the mutate-and-map method on this model RNA raises the
prospect of rapid and confident base-pair determination
for structured and partially structured RNAs that are
difficult for or intractable to conventional structural ap-
proaches. High-throughput mutagenesis and chemical
mapping of RNA sequences up to several hundred nucle-
otides in length appear feasible with our current protocols
without modification. Such data may reveal base interac-
tions beyond Watson-Crick pairs such as long-range
tertiary contacts. The experiments could also be accelerated
by generating single rather than all three mutants per
position or by using one rather than three chemical map-
ping strategies. To evaluate these prospects, we are cur-
rently carrying out extensive tests of the mutate-and-map
strategy on several riboswitches, ribozymes, and other non-
coding RNAs with known and unknown tertiary folds.

MATERIALS AND METHODS

Preparation of DNA templates

The DNA templates for the MedLoop RNA and desired variants
included the 20-nt T7 RNA polymerase promoter sequence
(TTCTAATACGACTCACTATA) followed by the desired sequence.
Double-stranded templates were prepared by extension of 60-nt
DNA oligomers (IDT, Integrated DNA Technologies) with Phusion
DNA polymerase (Finnzymes), using the following thermocycler
protocol: denaturation for 2 min at 98°C, ramp to 64°C at 1°C/sec;
annealing for 1 min at 64°C; extension for 10 min at 72°C; and
cooling to 4°C. DNA samples were purified with AMPure magnetic
beads (Agencourt, Beckman Coulter) following manufacturer’s
instructions. Sample concentrations were estimated based on UV
absorbance at 260 nm measured on Nanodrop 100 or 8000 spec-
trophotometers. Verification of template length was accomplished
by electrophoresis of all samples and 10-bp and 20-bp ladder length
standards (Fermentas) in 4% agarose gels (containing 0.5 mg/mL
ethidium bromide) and 13 TBE (100 mM Tris, 83 mM boric acid,
1 mM disodium EDTA). All sample manipulations, including
following steps, were carried out in 96-well V-shaped polypropylene
microplates (Greiner).

Preparation of RNA templates

In vitro transcription reactions were carried out in 40-mL volumes
with 10 pmol of DNA template; 20 units of T7 RNA polymerase
(New England Biolabs); 40 mM Tris-HCl (pH 8.1); 25 mM MgCl2;
2 mM spermidine; 1 mM each ATP, CTP, GTP, and UTP; 4%
polyethylene glycol 1200; and 0.01% Triton X-100. Reactions were
incubated for 4 h at 37°C. Transcriptions were monitored by
electrophoresis of all samples along with 100–1000-nt RNA length
standards (RiboRuler; Fermentas) in 4% denaturing agarose gels
(1.1% formaldehyde; run in 13 TAE, 40 mM Tris, 20 mM acetic
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acid, 1 mM disodium EDTA), stained with SYBR Green II RNA gel
stain (Invitrogen) following manufacturer’s instructions. RNA
samples were purified with MagMax magnetic beads (Ambion),
following manufacturer’s instructions; 11 mL of Lysis/Binding So-
lution Concentrate was supplemented with 20 mL of isopropanol,
based on manufacturer’s recommendations to enhance binding of
small RNAs. Concentrations were measured by absorbance at 260
nm on Nanodrop 100 or 8000 spectrophotometers.

High-throughput chemical accessibility
measurements

Chemical modification reactions consisted of 1.2 pmol of RNA,
66.6 mM Na-HEPES (pH 8.0) in 15-mL volumes. After incubation
for 10 min at 24°C, 5 mL of modification reagent was added into the
RNA mixture. There were three types of modification reagents: (1)
dimethyl sulfate (DMS), freshly diluted 1 to 10 into ethanol, and
again 1 to 10 into water; (2) 1-cyclohexyl-3-(2-morpholinoethyl)
carbodiimide metho-p-toluenesulfonate (CMCT; 42 mg/mL)
freshly prepared from solid stock into water; and (3) 24 mg/mL
N-methyl isatoic anhydride (NMIA, for the SHAPE reaction) in
anhydrous DMSO. The reactions were incubated for 15 min (DMS
and CMCT) or 60 min (SHAPE) at 24°C. In control reactions (for
background measurements), 5 mL of deionized water was added
instead of modification reagent, and incubated for 60 min.

Different quench solutions were used for the three modification
reaction types. DMS reactions were quenched with a premixed
solution of 5 mL of 2-mercaptoethanol and the following compo-
nents to allow for rapid purification: 3 mL of 5 M NaCl, 1.5 mL
of oligo(dT) beads [poly(A) purist; Ambion], 0.25 mL of 0.5 mM
59-rhodamine-green labeled primer (AAAAAAAAAAAAAAAAAAAA
GTTGTTGTTGTTGTTTCTTT) complementary to the 39 end of
the MedLoop RNA (also used in our previous study; Kladwang
and Das 2010), and 0.05 mL of a 0.5 mM Alexa-555-labeled
oligonucleotide (used to verify normalization). CMCT and SHAPE
(and control) reactions were quenched with the same premixed
solution with 5 mL of 0.5 M Na-MES (pH 6.0), substituted for
2-mercaptoethanol. The reactions were purified by magnetic sepa-
ration, rinsed with 40 mL of 70% ethanol twice, and allowed to air-
dry for 10 min while remaining on a 96-post magnetic stand. The
magnetic-bead mixtures were resuspended in 2.5 mL of deionized
water.

The resulting mixtures of modified RNAs and primers bound to
magnetic beads were reverse-transcribed by the addition of a pre-
mixed solution containing 0.2 mL of SuperScript III (Invitrogen),
1.0 mL of 53 SuperScript First Strand buffer (Invitrogen), 0.4 mL
of 10 mM each dnTP (dATP, dCTP, dTTP, and dITP) (Mills and
Kramer 1979), 0.25 mL of 0.1 M DTT, and 0.6 mL of water. The
reactions (5 mL total) were incubated for 30 min at 42°C. RNA
was degraded by the addition of 5 mL of 0.4 M NaOH and
incubation for 3 min at 90°C. The solutions were neutralized by
the addition of 5 mL of an acid quench (2 volumes of 5 M NaCl, 2
volumes of 2 M HCl, and 3 volumes of 3 M Na-acetate). Fluo-
rescent DNA products were purified by magnetic bead separation,
rinsed with 40 mL of 70% ethanol, and air-dried for 5 min. The
reverse transcription products, along with magnetic beads, were
resuspended in 10 mL of a solution containing 0.125 mM Na-
EDTA (pH 8.0) and a Texas-Red-labeled reference ladder (whose
fluorescence is spectrally separated from the rhodamine-green-
labeled products). The products were separated by capillary elec-

trophoresis on an ABI3100 DNA sequencer. Reference ladders
were created using an analogous protocol without chemical
modification and the addition of, e.g., 29-39-dideoxy-TTP in an
amount equimolar to dTTP in the reverse transcriptase reaction.

Specialized versions of the SAFA analysis scripts (Das et al.
2005; S Yoon, J Kim, R Das, in prep.) were used to analyze the ABI
data. Traces were aligned by automatically shifting and scaling the
time coordinate, based on cross-correlation of the Texas Red
reference ladder co-loaded with all samples. Sequence assignments
to bands, verified by comparison to sequencing ladders, permitted
the automated peak-fitting of the traces to Gaussians. Further
automated analysis of quantitated band intensities, as described in
the Results section, was carried out in MATLAB.

Availability of data and code

Both the quantitated band data and MATLAB analysis scripts are
being made freely available at the authors’ website: http://www.
stanford.edu/zrhiju/data.html.

Prediction of RNA secondary structures and mean
base accessibilities

The pf_fold() routine of the ViennaRNA package (version 1.8.4;
equivalent to the ‘‘RNAfold -p’’ command-line) (Hofacker 2004)
was used for predicting the statistical mechanics of base-pairing
probabilities of the probed RNA sequences. Calculations were
facilitated through Python bindings available through the soft-
ware’s convenient SWIG (Simplified Wrapper and Interface Gen-
erator) interface. Base-pairing probabilities were computed by
summing the pairwise probability matrix pr for each residue.
Additional calculations were carried out in both RNAstructure
(Mathews and Turner 2006) and UNAfold (Mathews et al. 1999)
and gave similar results (see Supplemental Fig. S2). These algo-
rithms do not yet predict thermodynamics at salt concentrations
lower than 1 M NaCl, but our experimental measurements were
carried out in 50 mM Na-HEPES (pH 8.0). The lower salt con-
centration is expected to be destabilizing for RNA, and to estimate
this systematic error, we repeated calculations at temperatures of
24°C, 37°C, and 50°C. While the predicted patterns were qualita-
tively similar at different temperatures, predictions at higher tem-
peratures reduced the contrast between protected and exposed
residues and agreed best with experimental measurements; there-
fore, measurements presented in the main text assumed a simula-
tion temperature of 50°C.

SUPPLEMENTAL MATERIAL

Supplemental material is available for this article.
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Supplemental Material. Description of Data Analysis Filters 
 

As described in the main text, we have developed a data analysis procedure to 

extract base-pairing signals without having to make use of sequence information. 

We discovered that a set of seven sequence-blind criteria, or ʻfiltersʼ, reproduced 

our visual analysis of the punctate base-pairing signals (Supp. Fig. S3). These 

criteria enabled automatic extraction of and explicit delineation of support for the 

majority of the correct base pairing features without incurring any false positives. 

The criteria are summarized, along with numbers of true and false positives 

remaining after each filter, in Main Text Table 1 for the DMS/CMCT data in Fig. 3. 

Inclusion of SHAPE data (Supplemental Fig. S1C) did not improve or worsen the 

analysis. Because evidence for a given base pair (i,j) can be derived from several 

possible signals [three possible mutations of i, perturbation of j; three possible 

mutations of j, perturbation of i], observed numbers are given both in terms of 

signals and possible base pairs in Table 1; the discussion here reports the latter, 

for simplicity. The filters are as follows: 

 

Filter 1. Mean accessibility. The mutate/map concept focuses on residues that 

are protected from chemical modification by base-pairing partners in the target 

molecule and only become exposed due to unique mutations. Therefore, bases 

that are exposed already in the majority of mutants are not expected to yield 

valuable signals. We therefore filter out all residues whose mean band intensity 

across constructs was more than the mean intensity averaged over all residues. 

This filter resulted in the loss of no true positive base pairs, while eliminating 820 

of 1460 background base pairs. See marked out columns in Supplemental Fig. 

S3B. 

 

Filter 2. Z-score. As in our prior study (Kladwang and Das 2010), we highlighted 

those mutate/map signals that gave significantly higher chemical modification 

than the mean chemical modification signal for a particular residue. We 



computed Z-scores (difference of each signal from its mean at that residue, 

divided by the standard deviation of intensity at that residue; grayscale map in 

Supplemental Fig. S3C), and applied a Z-score cutoff of 1.5 (Supplemental Fig. 

S3D); changing this cutoff to 1.0 did not affect the final results. This stringent filter 

retained 9 of the 10 true positive base pairs, while eliminating 552 of the 640 

background signals.  

 

Filter 3. Sequence separation. We assumed that effects on residues less than 3 

residues away from the site of mutation were due to local effects, and not base 

pairs; Watson-Crick base pairs typically do not occur between such nearby 

residues (Mathews et al. 1999; Hofacker 2004; Mathews and Turner 2006). This 

filter resulted in the loss of no true positive base pairs, while eliminating 32 of the 

remaining 88 false base pairs (Supplemental Fig. S3E). 

 

Filter 4. ʻPunctateʼ pattern within construct. Ideally, mutation of a residue should 

ʻreleaseʼ only its base pairing partner and not any neighboring residues. More 

dramatic and delocalized effects appear to signal changes in overall 

conformation (see VIII and IX in Figs. 3 & 4; and Supplemental Fig. S3D). We 

therefore imposed a filter that the Z-score of a true signal should be at least twice 

the Z-score of each immediately neighboring residue as well as each next-

nearest-neighbor residue. This is equivalent to demanding that the signal appear 

punctate in the horizontal direction in Supplemental Fig. S3. This filter resulted in 

the loss of 2 of 9 true positive base pairs, while eliminating 28 of 56 false base 

pairs (Supplemental Fig. S3F). 

 

Filter 5. ʻPunctateʼ pattern across constructs. Ideally, the mutation of a residueʼs 

base pairing partner should affect its chemical accessibility, but mutations at 

nearby residues should have no effect. We therefore imposed a filter that the Z-

score of a true signal should be at least twice the Z-score at the same residue 

induced by the previous and next mutation in the library. This filter resulted in the 



loss of no true positive base pairs, while eliminating 10 of 28 false base pairs. 

 

Filter 6. ʻSupportingʼ signals. To avoid artifacts from isolated signals, we 

demanded that a true signal should be ʻsupportedʼ by another signal. There were 

two possible avenues for such support. One possible support for a signal at (i,j) 

was that an independent mutation at the same mutant residue i but to a different 

base led to a strong signal at j. A second possible avenue of support derived 

from the observation that nucleic acid structures seldom exhibit singlet base 

pairs, a feature exploited by many modeling algorithms (Mathews et al. 1999; 

Hofacker 2004; Mathews and Turner 2006). In our analysis, we therefore 

searched for any signal at (i,j) that could be supported by another signal at (i –

 1,j + 1) or (i + 1,j – 1), indicating a stack of two base pairs. The requirement for a 

support signal was less stringent than the previous filters, to permit weaker 

signals to be restored due their proximity to stronger signals. We required a 

support signal to have a Z-score that exceeded 1.0 and that was greater than the 

Z-scores for immediately neighboring residues. This filter retained all true positive 

base pairs and eliminated 15 of 18 false base pairs. Further, the search for 

additional ʻsupportingʼ signals restored two true positive base pairs (Table 1; see 

magenta squares in Supplemental Fig. S3G). 

 

Filter 7. Filtering out noisy residues. After the first six filters, all false positive 

signals appeared at residues that showed visually irregular chemical 

accessibilities across constructs. These irregularities appeared due to heightened 

sensitivity to reverse transcript pausing or uncertainty in peak fitting due to band 

overlap in specific regions [typically G-rich (Mills and Kramer 1979)]. These 

irregular residues typically gave numerous spurious signals, some of which were 

identified in the previous Filter 6 as having no support. We therefore filtered out 

signals for any entire column in which more than two signals were identified and 

removed in Filter 6 (Supplemental Fig. S3H). This last filter resulted in the loss of 

no true positive base pairs, while eliminating all of the remaining 3 false positive 



base pairs. 
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Supplemental Figure S1. Chemical accessibility read out by high-throughput reverse 
transcription with 5´-fluorescently labeled primers and capillary electropohresis. Raw 
fluorescence data (arbitrary units) are shown after automated alignment of traces. 
Shorter products are on the right. The mutants are the same as in Fig. 4 of the main text, 
but with additional sets of WT, A01U, C02G, and C03G repeated after each batch of 36. 



Supplemental Figure S2. Computational predictions for mutate-and-map data. Base 
exposure probabilities are shown in gray scale (white to black indicates 100% base-
paired to 0% base paired), calculated through Boltzmann ensemble enumeration by the 
RNAfold algorithm (ViennaRNA), RNAstructure, and UNAfold algorithms. 
 
 



Supplemental Figure S3. Automated analysis of Medloop RNA mutate-and-map data. 
(A) Grayscale map gives band intensities for A & C derived from DMS probing, and G & 
U derived from CMCT probing. (B) Vertical blue lines mark residues whose mean 
exposure across variants is greater than average (Filter 1). (C) Z-scores for the data 
(gray scale bar shown at bottom of figure). Red squares mark signals after successive 
filters: Z-score greater than 1.5 (D, Filter 2); sequence separation greater than 3 (E, 
Filter 3), punctate in horizontal direction (F, Filter 4), and punctate in vertical direction (G, 
Filter 5). In (G), red squares and magenta squares mark final base pairing features and 
support features, respectively (Filter 6). (H) Final signals (Filter 7) after removing 
residues identified in the noise filter (gray lines; Filters 6 & 7).  
 
 

 



 
 

Supplemental Table S1. Filter table for automated analysis of an independent 
replicate of the Medloop RNA mutate-and-map data. Table is for chemical 
accessibilities of A & C derived from DMS, and G & U derived from CMCT from an 
independent replicate of the Medloop measurements (see Supporting Information Figs. 
S1 & S2). 
 
Base pair   Signal              Supporting signals  
True positives   
  1-35      ( U35A,  1, 3.9)      ( U35C,  1, 3.6) ( U35G,  1, 8.1) 
  1-35      ( U35C,  1, 3.6)      ( U35A,  1, 3.9) ( U35G,  1, 8.1) 
  1-35      ( U35G,  1, 8.1)      ( U35A,  1, 3.9) ( U35C,  1, 3.6) 
  5-31      ( U31A,  5, 2.2)      ( U30A,  6, 3.0) 
  6-30      ( U30A,  6, 3.0)      ( U29A,  7, 1.9) ( U31A,  5, 2.2) 
  7-29      ( U29A,  7, 1.9)      ( U30A,  6, 3.0) 
  9-27      ( C09A, 27, 1.2)      ( C10A, 26, 6.2) 
 10-26      ( C10G, 26, 5.7)      ( C10A, 26, 6.2) 
 10-26      ( C10A, 26, 6.2)      ( C10G, 26, 5.7) ( C09A, 27, 1.2) 
False positives   
(none)   
 
 




